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ABSTRACT 
 
Data Mining [DM] has exceptional and prodigious potential for examining and analyzing the vague 
data of the medical domain. Where these data are used in clinical prognosis and diagnosis. 
Nevertheless, the unprocessed medical data are widely scattered, diverse in nature, and 
voluminous. These data should be accumulated in a sorted out structure. DM innovation and 
creativity give a customer a situated way to deal with new fashioned and hidden patterns in the data. 
The advantages of using DM in medical approach are unbounded and it has abundant applications, 
the most important: it leads to better medical treatment with a lower cost. Consequently, DM 
algorithms have the main usage in cancer detection and treatment through providing a learning             
rich environment which can help to improve the quality of clinical decisions. Multi researches are 
published about the using of DM in different destinations in the medical field. This paper provides an 
elaborated study about utilization of DM in cancer prediction and classifying, in addition to the           
main features and challenges in these researches are introduced in this paper for helping  
apprentice and youthful scientists and showing for them the key principle issues that are still exist 
around there. 
 

 
Keywords: Data mining; machine learning; cancer; classification; diagnosis; prediction. 

Review Article 



 
 
 
 

Weli; CJAST, 39(6): 11-32, 2020; Article no.CJAST.55851 
 
 

 
12 

 

1. INTRODUCTION 
 
Early and precise diagnosis of any disease are 
core processes in the medical field, especially for 
fast spreading diseases like cancer. Disease 
detection is significant and complicated, but 
nowadays it becomes easier because it is 
automated. 

 
The automated medical system would improve 
medical decision and lessen the cost [1]. Cancer 
is one of such a disease where a precise and 
accurate determination can diminish the death 
rate in afflicted patients, especially cancer for 
being the main source of death in developed 
nations and the subsequent active driving reason 
for death in developing nations [2]. Today the 
massive medicinal data is broad, starting from 
the symptoms of patients with different diseases 
and the approaches to help them with the 
prediction of those diseases, besides information 
about electronic patient: Records, pictures, 
datasets, signals, wavelengths, hospitals and so 
on. 
 
Information extracting and data analyzing by one 
individual are difficult and sophisticated 
[complex] mission. In this way, the requirement 
for a mechanized system to deal with these 
tremendous databases of medical data is to find 
valuable examples and pattern learning for them 
[3]. DM, as the provider of this mechanized 
system, aids many medicinal advances, 
especially in the scope of disease diagnosis and 
prediction and acquiring significant relations 
among elements in the data [4]. 
 
This paper summarizes all of the research that 
has attempted to predict cancer using data 
mining algorithms and how well these methods 
are. This makes it easier for researchers in the 
coming days to update these algorithms or 
combine them to achieve better results. 
 
2. OVERVIEW OF DATA MINING 
 
Data mining is a combination of algorithmic 
systems to extract patterns from data. The 
colossal data is fundamental to be approached 
and examined for learning extraction that 
participates in support for understanding the 
overall conditions in health care approach. 
Generally, data mining algorithms are classified 
in two classes: 
 

 Unsupervised learning [or descriptive 
model]: engages the relationship between 

attributes and discover patterns in the 
data. 

 Supervised learning [or predictive model]: 
foretell the future results from existing 
conduct [5]. 

 
DM procedure integrates [confining a theory → 
gathering information→ performing pre-handling 
→ assessing the model → understanding the 
model and make the determination. Dhanya and 
Tintu [6] Relying on methods and techniques 
from the approximation of database 
management, machine learning and statistics. 
Dealing in DM has devoted their vocations to put 
better procedures that reach conclusions from 
the enormous amount of data. Those methods 
and instruments can help in predicting and 
prognosis of diseases, classifying, and pulling 
out medical information. 
 
These techniques are: classification, clustering, 
regression, association rule, neural network [7], 
Relationship Mining, Outlier Detections, Text 
Mining, Social Network Analysis [SNA] [8] and 
Trend Analysis [9]. 
 
2.1 Classification Algorithms 
 
The part of classification algorithms is finding the 
relationship between attributes in the data and 
get high accuracy of the data is the main 
objective of it [10]. 
 
Classification algorithms in DM arranging the 
data into multi classes, where each example has 
a definite place with a class, which is determined 
by the value of goal attribute where each of goal 
attribute is matched to a class [11]. Each 
example in the database is composed of 
predictor attribute value and a goal attribute 
value.  A classification procedure condensed in 
two steps: define the class label for training data 
which is called a supervised learning then 
evaluate the classification accuracy in the 
second step [12]. 
 
2.2 Clustering 
 
Clustering algorithms characterize if the object 
belongs to one of the clusters or outlaw it. 
Clustering algorithms identified similar objects in 
the cluster and more compatible to it than other 
cluster [13]. Clustering techniques have two 
processes: 
 
 Logical process: depending on the 

similarities between objects, where objects 
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within a cluster are similar to one another 
and dissimilar to objects in other clusters. 

 Appeal process: depending on the 
diameter, the most terminal splitting 
between any two objects in the clusters, in 
other word: measure the distance instead 
of defining a similarity measure between 
the objects under consideration [14]. 

 

The difference between clustering and 
classification is the predefined classes exist in 
the classification algorithms. 
 

2.3 Regression 
 

In reality regression procedure can be modified 
for prediction. Regression analysis can be used 
to manifest the connection between one or more 
dependent and independent variables. 
Independent variables are attributes already 
known and dependent variables are foreseeing 
them in the future. Reality, many world problems 
is not just forecasted, like: stock prices, sales 
volumes and outcome failure rates are hard to 
forecast because they may depend on 
sophisticated interactions of multiple predictor 
variables. Hence, need regression techniques to 
predict future values. 
 

Regression algorithms have various 
implementations in time series prediction, 
business planning, trend analysis, biomedical 
and drug response, modelling, marketing, 
environmental modelling and financial prediction 
[15].  
 

2.4 Association Rule 
 
Association rules are used to figure out rationality 
relations between variables. The name comes 
from finding all the rules existing in database that 
accomplish some minimum support and 
minimum confidence restrictions. This type of 
detection causes organizations to settle down on 
specific selections, such as cross marketing, 
catalogue design, and customer shopping 
conduct analysis. 
 

Association rules have been used in many 
applications in healthcare. IF-THEN rules are the 
main rules in association rules. However, the 
resulting rules were diverse. Consequently, rules 
are selected by the objective and submerge into 
consideration that are selected rules are strong 
rules that must have a value more than definite 
minimum support and minimum confidence. The 
principal predictive analysis technique is the 
classification using association rule which targets 

to find out a little set of rule in the database that 
structure an exact classifier [16]. 

 
2.5 Neural Network 
 
The neural network is connectionists learning 
composed of a set of input/output units related 
with arcs where each arc has a weight 
associated with it. These weights adjusting 
during the learning phase to predict the right 
class label of the input tuples. Hence, neural 
networks have long training terms. The main 
objective for neural networks is the poor explain 
ability such as and it is difficult to interpret the 
symbolic meaning and the learned weights of 
hidden units. 
 
Neural Networks have plenty of interesting 
features such as the ability to classify examples 
not trained ago and high endurance of noisy 
data. Neural networks are very useful when few 
information of the relationship between attributes 
have.  They are appropriate for continuous- 
valued inputs and outputs [17]. Neural Network 
has little structures as follows: 
 
 Multi-Layer Neural Network [MLNN]: using 

hidden layers is the principal feature of this 
type of neural. These hidden layers are 
usually explained as hyper-planes in 
solving the classification issues. It is used 
for classifying different categories of data. 

 Polynomial Neural networks [PNN]: 
Polynomial Neural networks create a 
multivariate polynomial mapping using 
neurons as multilayer perception [18].  

 

2.6 Relationship Mining 
 

Relationship mining or Relation Extraction [RE] is 
the mission of recognizing the various relations 
that may exist between at least two named 
elements. These semantic relations are invested 
for understanding the human language. [RE] 
frameworks can be broadly detached and 
separated into three classes: Supervise, 
unsupervised, and semi- supervised [19]. The 
two main implementations of RE are: Automatic 
question -answering and bio -text mining [20]. 
 

2.7 Outlier Detections 
 
Outlier Detections or outlier mining is the process 
of finding objects with practices that are entirely 
and totally different from desire, such object are 
called outlier [anomalies]. Discovering anomalies 
from a compilation of examples is a well -known 
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issue in the field of DM. Detect the outlier is not a 
well-shaped and command more attention [21]. 
 

Outlier detection has many applications like 
insurance claim, fraud detection, intrusion 
detection, medical and public health outlier 
detection, mobile phone and industrial manage 
detection [22]. The causes for handling the 
outlets are: 
 

Anomalies significantly affect the aftermaths of 
databases; outliers are regarded as recorded 
mistakes. Hence, some of them might be 
intrigued and helpful for the conclusions and 
results. In many researches regions, these 
exceptions can be the key in the revelations of 
unpredicted information [23]. 
 

2.8 Text Mining 
 

Text mining defined as knowledge discovery 
from structured databases, which has found new 
information from unidentified textual data through 
different offprint techniques. Text mining is a 
multidisciplinary field, particularly text analysis, 
information extraction, natural language 
processing, extraction of information and text 
recapitulation [24]. The Text mining process has 
two phases:  
 

First: collect information from multiple resources. 
 

Second: return and pre-process it by review 
format and character sets. At this point the 
document would go through a text analysis 
phase. 
 

These steps sometimes repeated until detect 
profitable information, the resulting information 
will be set in a management information system 
to be used by the concerned users [25].  
 

The Text Mining approach is entirely connected 
to a wide assortment of field, such as scientific 
discovery in life science and bioinformatics, 
automated ad allotment in business, e- 
discovery, passion analysis in social media, 
national security and competitive intelligence 
[26]. Text mining has many implementations in 
medical domain such as, information extraction 
from electronic health records, extraction of 
knowledge from biomedical literature, biomakers 
and related genes associated with disease [27]. 
 

2.9 Social Network Analysis [SNA] 
 
Social Network Analysis [SNA] is the significant 
process for analyzing social network. SNA might 
be built from relational information and can be 

categorized as some of social fundament, for 
example, individuals, gathering, and associations 
with definite connections or collaborations 
between them. These systems are normally 
manifested and illustrated by charts where 
vertices clarify the social substances and edges 
justify the ties built up between them [28]. SNA 
research emerged out of human science, brain 
research, and chart hypothesis. 
 

SNA are settled in many eliminated of 
information and in the greater scope of scales. 
DM of social networks must be employed the 
diagram mining techniques, for example: 
modeling, data processing, evolution and 
structure, prediction, classification / topologies, 
detection, pattern measurement and metrics, 
efficiency and communities [29].  
 

SNA has multiple implementations in health 
research. It can be invested to think about 
shared systems of health experts, the prevalence 
of irresistible diseases and risky practices, care 
pathways and the spread of health protection 
and promotion programs [30]. 
 

2.10 Trend Analysis 
 

Trend analysis is being a typical example of 
patterns after some time in the information to 
illustrate the course of progress and can be 
invested to research vulnerabilities in different 
time focuses and relationship with different 
components. There are various time series 
applications such as: Credit card transactions, 
offers of an organization`s sales and stock costs. 
These applications are seen as objects with time 
characteristics, it is enchanting to find out 
patterns and regularities in the information along 
the elements of time. Trend analysis finds these 
enchanting examples [31]. Trend analysis in 
medical services employed for quality control of 
social insurance enhancements, cost of 
consideration patterns, therapeutic mediation 
assessment, and so forth [32]. 
 

3. DATA MINING PROCESSES 
 

DM process has a re occurred nature. The 
influence of DM triggers new business 
addresses, thus can be utilized to grow 
progressively focussed models [33]. Data mining 
implies some of the following processing key: 
 

3.1 Problem Definition 
 
The prime step is to determine objectives. In 
view of the characterized objective, the right 
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arrangement of devices can be applied to the 
information to make the parallel model. 

 
3.2 data investigation and understanding 
 

If the nature of information isn’t fitting for a 
specific model, then proposals on future 
information gathering and capacity method-logies 
can be made at this, for analysis, all information 
must be solidified With the purpose of that it 
tends to be dealt with reliably. 
 

3.3 Data Preparation 
 

The motive behind this progression is to clean 
and change the information with the purpose that 
absent and invalid values deal with accomplished 
legal values are made reliable for increasingly 
powerfully exploration. 
 

3.4 Modelling 
 

Depending on the information and the typical 
results, an information mining algorithm or 
combination of algorithms is selected for 
examination. These algorithms merge traditional 
systems, for example: clustering, neighborhoods 
and statistical, in addition to other techniques 
such as rule based algorithms, decision trees 
and networks. The definite algorithm is chosen 
depending on the specific aims to be completed 
and the nature of the information to be inquired. 
 

3.5 Evaluation and Deployment 
 

Based on the consequences of the DM 
algorithms, an inquiry is applied to decide key 
ends from the analysis and make a set of 
suggestion for thoughts [34]. 
 

4. DATA MINING ARCHITECTURE 
 

There are three levels in Data Mining 
Architecture: 
 

4.1 Data Layer 
 

Data layer can be database and sometimes data 
distribution center. This layer is an interface for 
all data sources. 
 

DM results are put away in data layer so it is very 
well to be demonstrated to the user as reports or 
other kinds of conception and ideation. 
 

4.2 Data Mining Application Layer 
 

Is invested to retrieve information from the 
database. Some change routine can be applied 

here to change information into needing format. 
At this point, information is prepared utilizing a 
various DM algorithm. 

 
4.3 Front - End Layer 
 
Gives natural and friendly user interface [UI] for 
users to activate with DM systems. DM result is 
shown in representation structure to the user in 
the Front - end layer [35]. 
 

5. IMAGE MINING   
 
The synonymous term to DM is the Image Mining 
[IM]. Image Mining manages the extraction of 
image patterns from a huge stack of images. 
 
It is evidently, IM is not really the same as image 
processing techniques and low- level computer 
vision in scope of the fact that the focal point of 
IM is in the pulling out- extraction- of patterns 
from the huge heap of images, whereas the focal 
point of image processing and computer vision is 
in extracting and understanding clear highlights 
from secluded image. In IM, the purpose is the 
manifestation of image patterns that are 
remarkable in a given pile of images [36]. IM 
procedure consists of few segments and 
including: 
 

 Image analysis covering image pre-
processing, object recognition and feature 
extraction. 

 Image classification. 
 Image indexing. 
 Image retrieval. 
 Data management [37]. 

 

Many scientists have an unsuitable impression 
that IM is only a direct growth of information 
mining applications while others view IM as 
another name for pattern distinction [38]. Decide 
how low- level, pixel portrayal contained in a 
crude picture or the picture arrangement can be 
productive and viably tackled to recognize high - 
level spatial objects and connections, is the main 
problem in image mining. 
 

The satellite image and medical image are the 
most well- known uses of IM. The medical 
databases contain the structural information and 
non- structural medical image of patients, with 
the goal that medical data suppose a critical job 
in the medical domain, since the medicinal 
analysts consider the efficient satisfaction of the 
treatment depends on the data in the medical 
database [39]. 
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6. BRIEF VIEW OF CANCER    
 
Cancer is a broad term. It depicts the sickness 
that outcomes when the cell changes cause the 
uncontrolled development and division of cells. A 
few kinds of cancer cause fast cell development, 
while others cause cells to develop and separate 
at a slower rate. Tumors are the name called to 
certain types of cancer, while others, such as 
leukemia do not. There are two types of tumors: 
 

 Benign tumor: cells are restricted to one 
area and are not ready to spread to 
different parts of the body. 

 Malignant tumor: this consists of 
cancerous cells which can spread by going 
through the lymphatic system or 
bloodstream [40]. 

 

6.1 Reasons for Cancers 
 
 Physical cancer: causing factors, for 

example: ionizing radiation and ultraviolet. 
 Chemical cancer: causing factors, for 

example: toxicant, asbestos, arsenic and 
tobacco smoke.  

 Biological cancer: causing factors, for 
example: diseases from certain infections, 
microscopic organism, or parasites. It is 
worth mentioning, the advancement of 
malignancy in grown-up is the aftermaths 
of different transformation in multiple 
qualities connected with controlling the 
development of cells and modified 
metabolic changes in tumor cells and the 
tumor microenvironment that advance and 
accelerate a definite development of the 
disease. 

 Highest Weight: low food grown from the 
ground, the lack of physical movement. 

 Alcohol use. 
 Contamination: causing cancer, for 

example: hepatitis and human papilloma 
infection [HPV] particularly in developing 
countries [41]. 

 
Cancers are characterized in two different ways: 
By the type of tissue wherein the disease begins 
and by the principal site, or the area in the body 
where the cancer originally created.  
 

From a histological viewpoint there are many 
various cancers which are gathered into six 
noteworthy classifications: 
 
 Carcinoma [Carcinoma refers to a harmful 

neoplasm of epithelial root or malignant 

growth of the inside and outside or outer 
coating of the body]. 

 Sarcoma [Sarcoma refers to malignancy 
that begins in strong and connective 
tissues, for example: bones, ligaments, 
tendons, muscles, and fat]. 

 Myeloma [Myeloma is a malignant growth 
that starts in the plasma cells of the bone 
marrow]. 

 Leukemia [Leukemia is the increasing in 
immature white blood cells in blood]. 

 Lymphoma [Lymphomas create in the 
organs or hubs of the lymphatic 
framework, a system of vessels, hubs, and 
organs that filter natural liquids and 
produce disease – fighting white blood 
cells, or Lymphocytes]. 

 Mixed Types [The sort parts might be 
inside one class or from various 
classifications for example 
carcinosarcoma] [42]. 

 

6.2 Methods of Predicting Cancer 
 
The researchers are depending on numerous 
methods for predicting cancer [in advance] by 
using DM methods; such methods are using 
Medical Imaging and genetic information [DNA 
assay]. 
 
Medical Imaging need turned an essential piece 
in the analysis, early detection and diagnosis of 
cancer. The reason is that the important force of 
medical imaging in giving medical agents with 
sights and knowledge concerning human malady 
and physiology. 
 
In this role, imaging may be invested to diagnose 
cancer stage, screen, and figure out whether a 
medication will be working, follow up tumor 
duplication, advance therapeutic research, 
especially in crucial fields such drug discovery 
and medical advancement to support patient 
care [43]. 
 
As for genetic information utilized by the 
gathering of scores of alterations affecting the 
structure and function of the genome. At the 
same time it is very important in this process the 
genetic alterations and epigenetic changes, 
whereas the former disrupt normal patterns of 
gene expression, and sometimes leading to the 
expression of abnormal, fundamentally, active 
proteins, the latter disrupt the mechanisms such 
as transcriptional control leading to the improper 
silencing or activation of cancer - associated 
genes.  
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Table 1. The researchers used DM in predicting and classify cancer 

  
Algorithm’s used Year of publication Author [s] for publication Cancer Type 

C5 Algorithm 2010 Qi Fan, Chang-jie Zhu, Liu Yin [45] Breast cancer 

SVM, tree forest, tree boost 2010 Medhat Mohamed Ahmed, Hala Abou Sena, Muhamed 
Wael Farouq, Abdel-Badeeh Mohamed [46] 

Breast cancer 

Decision Tree 2010 Orlando AnunciaçãoBruno C. GomesSusana VingaJorge
 GasparArlindo L. OliveiraJosé Rueff [47] 

Breast cancer 

Bayesian Belief Network 2010 Jyotirmay Gadewadikar, Ognjen Kuljaca, Kwabena 
Agyepong, Erol Sarigul, Yufeng 

Zheng, Ping Zhang [48] 

Breast cancer 

Particle Swarm Optimization 2010 K. Rajiv Gandhi, Marcus Karnan, S. Kannan [49] Breast cancer 

Gaussian Classifier 2010 radu dobrescu, matei dobrescu, stefan mocanu, dan 
popescu[50] 

Skin cancer 

Statistical neural network structures, self-organizing map 
[SOM], radial basis function network [RBF], general 
regression neural network [GRNN] and probabilistic neural 
network [PNN] 

2010 A. Soltani Sarvestani, A. A. Safavi, N.M. Parandeh ; M. 
Salehi [51] 

Breast cancer 

K-means, SOM, HAC 2010 Ritu Chauhan, Harleen Kaur, M.Afshar Alam [52] Number of cancers 

Radial Basis Function [RBF] neural network and multilayer 
Perceptron [MLP] 

2011 J. Padmavathi [53] Breast cancer 

Artificial neural network [ANN], regression tree [CART] 2011 Cheng-Mei Chen, Chien-Yeh Hsu, Hung-Wen Chiu, 
Hsiao-Hsien Rau [54] 

Liver cancer 

Decision tree classifier-CART 2011 D. Lavanya , K. Usha Rani [55] Breast cancer 

Support vector machines, Artificial neural network, J48 
decision tree, Random forest, LogitBoost, Decision stump, 
Random subspace, Reduced error pruning tree, Alternating 
decision tree, Voting 

2011 Ankit Agrawal, Sanchit Misra, Ramanathan Narayanan, 
Lalith Polepeddi, Alok Choudhary [56] 

Lung cancer 

Naïve Bayesian, K Nearest Neighbors, SVM. 2012 Muhammad Shahbaz, Shoaib Faruq, Muhammad 
Shaheen, Syed Ather Masood [57] 

Leukemia 

Latent Class Analysis, LCA-ensemble, Neural Network, NN-
ensemble 

2012 Shima Ghassem Pour, Peter Mc Leod, Brijesh Verma, 
Anthony Maeder [58] 

breast, lung, blood 
cancers 

Decision tree, Bayesian network, Neural network, Naïve 
Bayes, support vector machine, logistic regression 

2012 Shweta Kharya [59] Breast cancer 
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Algorithm’s used Year of publication Author [s] for publication Cancer Type 

C4.5 algorithm 2012 K. Rajesh, Dr. Sheila Anand [60] Breast cancer 

Multilayer Perceptron [MLP] and Decision tree J48 2012 Gouda I. Salama, M.B.Abdelhalim and Magdy Abd-
elghany Zeid [61] 

Breast cancer 

Multi layer perceptron [MLP] and the radial basis function 
RBF 

2012 Ali Raad, Ali Kalakech, Mohammad Ayache [62] Breast cancer 

EM clustering, bagging, Adaboost 2012 S M Halawani, M Alhaddad, A Ahmad [63] Breast cancer 

Decision tree, SVM, AdaBoost, Bagging and naïve Bayes 2012 Shardul Pandya, Charles A. Edeki [64] Breast cancer 

I
2
 - Clustering, k-means 2012 S. Santhosh Kumar, A.Sumathi, Dr. E.Ramaraj [65] Colon cancer 

Decision Tree 2013 A.Priyanga, Dr. S. Prakasam [66] Breast cancer 

Decision tree, J48 algorithm 2013 Shiv Shakti Shrivastava, Anjali Sant, Ramesh Prasad 
Aharwal [67] 

Breast cancer 

Neural network and SVM 2013 Ada Rajneet, Kaur [68] Lung cancer 

Naïve Bayes followed by IF-THEN rule, Decision Trees and 
Neural Network 

2013 V.Krishnaiah, G.Narsimha, N.Subhash Chandra[69] Lung cancer 

supervised Artificial Neural Network [ANN],unsupervised 
Artificial Neural Network ,Statistical and decision tree 

2013 H. S. Hota [70] Breast cancer 

Support vector machines 

[SVMs] and Decision tree 

2013 Reeti Yadav, Zubair Khan, Hina Saxena [71] Breast cancer 

Random forest and multivariate adaptive regression 2013 Dengju Yao, Jing Yang, Xiaojuan Zhan [72]  Breast cancer 

Back-propagation artificial neural network, k-nearest 
neighbor 

2013 Mahmoud Elgamal [73] Skin cancer 

Decision tree [j48], neural networks, naive bayes [nb], 
logistic regression [lr], support vector machine [svm], k-
nearest neighbor [knn] 

2013 G. Ravi Kumar, G. A. Ramachandra, K. Nagamani [74] Breast cancer 

Bayes Net, Naive Bayesian, Simple Logistics, Multilayer 
Perceptron, Sequential Minimal Optimization [SMO], k-
nearest-neighbor[IBK], KStar 

2013 Gopala Krishna Murthy Nookala, Bharath Kumar 
Pottumuthu, Nagaraju Orsu, Suresh B. Mudunuri [75] 

Breast Cancer, 
Lymphoma, Leukemia 

Bayesian Network prediction 2013 Ramani RG1, Jacob SG [76] Lung cancer 

Random tree, ID3, CART, C4.5 and Naive Bayes 2013 S. Syed Shajahaan, S. Shanthi,V.ManoChitra[77] Breast cancer 

PCA, Neural network 2013 Ada, Rajneet Kaur [78] Lung cancer 

Decision Tree [DT], Artificial Neural Network [ANN], and 
Support Vector Machine [SVM] 

2013 Sahar A. Mokhtar, Alaa. M. Elsayad [79] Breast cancer 
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Algorithm’s used Year of publication Author [s] for publication Cancer Type 

Decision tree, radial basis function kernel support vector 
machine [RBF-SVM] 

2013 Alaa Elsayad [80] Breast cancer 

Naïve Bayes and Logistic Regression 2013 Rafaqat Alam Khan, Nasir Ahmad, Nasru Minallah [81] Breast cancer 

semi-supervised learning [SSL] 2013 Juhyeon Kim and Hyunjung Shin [82] Breast cancer 

K-means clustering and rough set 2013 T. Sridevi Annamalai Murugan [83] Breast cancer 

Support vector machines, artificial neural networks, and 
semi-supervised learning models 

2013 Kanghee Park, Amna Ali, Dokyoon Kim, Yeolwoo An, 
Minkoo Kim, Hyunjung Shin [84] 

Breast cancer 

ANFIS, artificial neural network, support vector machine and 
logistic regression 

2013 Chang SW, Abdul-Kareem S, Merican AF, Zain RB [85] Oral cancer 

Multivariate Adaptive Regression Splines [MARS], C5.0 2013 Chi-Chang Chang, Sun-Long Cheng, Chi-Jie Lu, and 
Kuo-Hsiung Liao [86] 

Cervical Cancer 

Naïve Bayes tree, Radial Basis Function Neural Network, 
Support Vector Machine 

2014 R. Nithya and B. Santhi [87] Breast cancer 

J48, MLP and Rough set 

 

2014 Ahamed Lebbe Sayeth Saabith, Elankovan 
Sundararajan, Azuraliza Abu Bakar [88] 

Breast cancer 

Decision tree, K means clustering, support vector machine 2014 P. Ramachandran, N. Girija, T. Bhuvaneswar [89] More than one cancer 

Linear Discriminant  Analysis, Multi Layer Perceptron, 
Decision Trees, Logistic Regression, Support Vector 
Machines, Naïve Bayes, K-Nearest Neighborhood 

2014 Zehra Karapinar Senturk1andResul Kara [90] Breast cancer 

Decision tree [ID3, C4.5, C5, J48, CART and CHAID] 2014 Ronak Sumbaly, N. Vishnusri, S. Jeyalatha [91] Breast cancer 

Classification rules 2014 Miss Jahanvi Joshi Mr. RinalDoshiDr. Jigar Patel[92] Breast cancer 

Algorithms of regression 2014 Ritu Tayal [93] Breast cancer 

Decision Tree, Naïve Bayes and KNN 2014 J. S. Saleema, P. Deepa Shenoy, K. R. Venugopal, L. M. 
Patnaik [94] 

Breast, Colorectal and 
Respiratory Cancer 

Sequential Minimal Optimization [SMO], IBK [K Nearest 
Neighboursclassifier] , BF Tree  

2014 Vikas Chaurasia, Saurabh Pal [95] Breast cancer 

K-means and support vector machine [K-SVM] algorithms 2014 Bichen Zheng, Sang WonYoon, Sarah S.Lam [96] Breast cancer 

Artificial neural network [ANN] 2014 Zakaria Suliman Zubi, Rema Asheibani Saad [97] Lung cancer 

REP tree, radial basis function [RBF] network, simple logistic 2014 Vikas Chaurasia, Saurabh Pal [98] Breast cancer 

semi-supervised learning algorithm based on a graph 
regularization approach 

2014 Park C, Ahn J, Kim H, Park S [99] Breast,corolectal,colon 
cancers 
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Algorithm’s used Year of publication Author [s] for publication Cancer Type 

J48, NB, SVM, Bayesian network 2014 Aniket Bochare, Aryya Gangopadhyay, 

Yelena Yesha, Anupam Joshi and 

Yaacov Yesha [100] 

Breast cancer 

Decision tree  2015 Joana Diz, Goreti Marreiros, Alberto Freitas [101] Breast cancer 

NB, J48, BK, multilayer perceptron 2015 Er.Tapas Ranjan Baitharu, Subhendu KumarPani [102] Lung cancer 

naïve bayes’,  J48, decision trees 2015 Peter Adebayo Idowu, Kehinde Oladipo Williams, 
Jeremiah Ademola Balogun, Adeniran Ishola Oluwaranti 
[103] 

Breast cancer 

Decision tree 2015 K.Arutchelvan,Dr.R.Periyasamy [104] breast, skin, and lung 
cancers 

FP-Growth algorithm and decision tree 2015 Jaimini Majali, Rishikesh Niranjan,Vinamra Phatak, 
Omkar Tadakhe [105] 

Breast cancer 

Artificial neural network [ANN] 2015 Htet Thazin Tike Thein, Khin Mo Mo Tun [106] Breast cancer 

Rough set with backpropagation neural network [RS-BPNN] 2015 Kindie Biredagn Nahato, Khanna Nehemiah 
Harichandran,  Kannan Arputharaj [107] 

Hepatitis, heart and 
breast cancer 

K-means clustering, AprioriTid Algorithm, Decision Tree 2016 Neelam Singh,Santosh Kumar Singh Bhadauria[108] Lung cancer 

J48, CART, ADTree 2016 B.Padmapriya, T.Velmurugan [109] Breast cancer 

Naive Bayes, Random Forests 2016 Diz J., Marreiros G., Freitas A [110] Breast cancer 

PCA and LDA 2016 Divya Chauhan ,Varun Jaiswal [111] Lung cancer 

Naive Bayes, Bayesian network and J48 algorithm 2016 T.Christopher, J.Jamera banu [112] Lung cancer 

SVM, C4.5, NB, K-NN 2016 Hiba Asri, Hajar Mousannif,Hassan 
AlMoatassime,Thomas Noel [113] 

Breast cancer 

Artificial neural network [ANN], PS-classifier, genetic 
algorithm 

2016 Shokoufeh Aalaei, Hadi Shahraki, Alireza 
Rowhanimanesh,  Saeid Eslami [114] 

Breast cancer 

Threshold and morphological operation, GLCM, SVM 2016 Mona nasr, Amr Atif Abd El-Mageed [115] Lung cancer 

Neural network and relief feature selection 2017 Zahraa N. Shahweli, Ban N. Dhannoon [116] Breast cancer 

Back propagation neural network 2017 Zahraa N. Shahweli, Ban N. Dhannoon [117] Lung cancer 

Back propagation neural system 2017 P. Mohamed Sajid, A. Rajesh, Abdul Hakeem [118] Skin cancer 

Expectation Maximization [EM] and Classification and 
Regression Trees CART] 

2017 Mehrbakhsh Nilashi, Othman Ibrahim, Hossein Ahmadi, 
Leila Shahmoradi [119] 

Breast cancer 

Information Gain and Support Vector Machine 2017 Lingyun Gao, Mingquan Ye, Lu, Daobin Xiaojie Huangd 
[120] 

Lung, colon and 
prostate cancer 
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Algorithm’s used Year of publication Author [s] for publication Cancer Type 

Gauss-Newton representation based algorithm [GNRBA] 2017 Lingraj Dora, Sanjay Agrawal, Rutuparna Panda, Ajith 
Abraham [121] 

Breast cancer 

Naïve Bayes[NB], Logistic Regression[LR], Decision 
Tree[DT] 

2017 Subrata Kumar Mandal [122] Breast cancer 

Information gain [IG], Genetic Algorithm [GA] and Genetic 
Programming [GP] 

2017 Hanaa Salem,Gamal Attiyab,Nawal El-Fishawy [123] seven cancers 

J48, Function Tree, Random Forest Tree, AD Alternating 
Decision Tree, Decision stump and Best First 

2017 Nusaibah Kh. Al-Salihy, Turgay Ibrikci [124] Breast cancer 

Backpropagation and Support vector machine system [SVM] 2017 Gomathi N, Sandhya P [125] Breast cancer 

ZeroR, J48 2017 Sumalatha.G, Archana.S [126] Breast cancer 

Naive Bayes, logistic regression, decision trees, 2017 Elham Sagheb Hossein Pour, Rohit J. Kate [127] bladder,breast, cervix 
uteri, colorectal, corpus 
uteri, esophagus, liver, 
lung, prostate and 
stomach 

Support vector machine [SVM], Regularized Least Squares 
[RLS], 

multi-layer perceptron [MLP] with back propagation and deep 
neural network [DNN] 

2017 Wafaa K. Shams Zaw Z. Htike [128] Oral cancer 

Instance-based k-nearest Neighbors, Naive Bayesian, 
logistic model tree 

2018 Safae Sossi Alaoui, Yousef Farhaoui Labsiv, B. Aksasse 
[129] 

Breast cancer 

J48,Naïve Bayes,K Nearest Neighbor 2018 Yomna Omar, Abdullah Tasleem, MichelPasquier,Assim 
Sagahyroon [130] 

Lung cancer 

K-means 2018 Noor Kadhim Ayoob [131] Breast cancer 

SVM, NB and C4.5 2018 Pradeep K R, Naveen N C [132] Lung cancer 

Decision Tree [DT], Random Forest [RF], Support Vector 
Machine [SVM], Neural Network [NN] and Logistics 
Regression  

2018 Yixuan Li, Zixuan Chen [133] Breast cancer 

Naı¨ve Bayes, RBF Network, and J48 2018 Vikas Chaurasia, Saurabh Pal a, BB Tiwari [134] Breast cancer 

Probabilistic neural network, perceptron-based neural 
network, random forest, one rule, decision tree 

2019 Davide Chicco,  Cristina Rovelli [135] Lung cancer 

Back propagation neural network 2019 Ayad Ghany Ismaeel [136] 

 

Β-Thalassemia 



 
 
 
 

Weli; CJAST, 39(6): 11-32, 2020; Article no.CJAST.55851 
 
 

 
22 

 

Algorithm’s used Year of publication Author [s] for publication Cancer Type 

GRU-SVM[4], Linear Regression, Multilayer Perceptron 

[MLP], Nearest Neighbor [NN] search, Softmax Regression, 
and Support Vector Machine [SVM] 

2019 Abien Fred M. Agarap [137] Breast cancer 

Decision support system [DSS] and random optimization 
[RO] 

2019 Patrizia Ferroni, Fabio M. Zanzotto, Silvia Riondino, 
Noemi Scarpato, Fiorella Guadagni,Mario Roselli [138] 

Breast cancer 

Random Forests 2019 Nguyen Phuoc Long, Kyung Hee Jung, Nguyen Hoang 
Anh, Hong Hua Yan, Tran Diem Nghi, Seongoh Park and 
et al [139] 

Pancreatic cancer 

Decision Tree, Naïve Bayes, Association 

rule, Multilayer Perceptron [MLP], Random Forest, and 

Support Vector Machines [SVM] 

2019 Keerthana Rajendran, Manoj Jayabalan, Vinesh 
Thiruchelvam, and V. Sivakumar [140] 

Breast cancer 

genetic algorithm 2019 F. Leena Vinmalar, Dr. A. Kumar Kombaiya [141] Lung cancer 

Wrapper Subset method and Random Forest 2019 Esraa H. Abdelaziz, Sanaa M. Kamal, Khaled El-
Bhanasy, Rasha Ismail [142] 

Liver Cancer 

Boosted decision tree, decision forest and decision jungle 
algorithms 

2019 Talha Mahboob Alam, Muhammad Milhan Afzal Khan, 
Muhammad Atif Iqbal, Abdul Wahab,Mubbashar 
Mushtaq [143] 

Cervical cancer 

Gray Wolf Optimization [GWO] and support vector machine 
[SVM] 

2019 Kamel, S.R., YaghoubZadeh, R. & Kheirabadi, M [144] Breast cancer 

Decision Tree, Naïve Bayes, Association rule, Multilayer 
Perceptron [MLP], Random Forest, and Support Vector 
Machines [SVM] 

2019 Keerthana Rajendran, Manoj Jayabalan, Vinesh 
Thiruchelvam, and V. Sivakumar [145] 

Breast cancer 

SVM, DT and k-NN 2019  Saadaldeen Rashid Ahmed Ahmed, Israa 
Al_Barazanchi, Ammar Mhana , Haider Rasheed 
Abdulshaheed [146] 

Lung Cancer 

XG Boost and logistic regression 2019 Taninaga, J., Nishiyama, Y., Fujibayashi, Toshiaki Gunji, 
Noriko Sasabe, Kimiko Iijima & Toshio Naito [147] 

Gastric Cancer 

Deep Belief Network and Restricted Boltzmann Machines 2020 Zahraa Naser Shahweli [148] Lung cancer 
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Both types of changes are inheritable at the 
cellular level, thus contributing and participating 
to the clonal expansion of cancer cells. 

 
So, important knowledge on how genetic 
alterations in oncogenes or tumor suppressor 
genes, as well as epigenetic changes, which can 
be utilized in the clinics as biomarkers for cancer 
detection, diagnosis and prognosis [44]. 
 

7. METHODOLOGY 
 
This research summarized most of the research 
that dealt with a prediction or classification of 
cancer types based on data mining for the years 
between 2010 and 2020. The researcher relied 
on his research on several sites, including: 
google scholar, Scopus, web of science, 
Elsevier. So the number of research was large 
and for different types of cancer. 
 
8. LITERATURE REVIEW 
 
In Table 1 most researches which use data 
mining for diagnosis, predict or classify cancer in 
latest ten years. 

 
9. RESULTS AND DISCUSSION 
 
By reviewing the researches above, found the 
effectiveness of data mining and machine 
education in the medical field, especially the 
classification and detection of cancer. Through 
the analysis of these researches, the benefits of 
machine learning algorithms have emerged, in 
addition to the challenges facing the use of these 
algorithms. 

 
9.1 Benefits 
 
DM uses to distinguish helpful and reasonable 
patterns by breaking down abundant 
arrangements of information. 

 
DM can be invested to decrease costs by 
expanding efficiencies, improve understanding 
personal conviction and may be in particular 
spare the lives of more patients. 
 
DM methods are useful for disclosing the 
distinction in complex protemic designs. 
 
DM strategies can be used to set up

 
a 

computational procedure to predict the class of 
tumors from the auxiliary and physicochemical 
properties of protein arrangements. 

Prediction of clinical result of patients after 
cancer medical procedure. 
 
Patients checking, remote observing, tele 
medicine and home care [149]. 
 

9.2 Challenges 
 
Data produced is voluminous and heterogeneous 
and from different sources which affect 
determination, all these parts can basically affect 
on extracting conclusion, guess, and treatment of 
the patient. 
 
Medical information is difficult to be accurate and 
decisive. 
 
Privacy is another test to the medical information 
in the light of that information must be shared. 
 
Building and keeping up an information 
warehouse for the most skilled and exact mining 
can be a costly challenge. 
 
While DM is a significant tool for discovering 
patterns in vast databases, Noteworthy to say 
that the affectability and clearness of DM tools 
will affect the prescient assessment of the piled 
data. affectability and clearness are particularly 
so significant in medical DM. 
 
Another stumble stone which is that: all 
outcomes, findings and medications in drug are 
uncertain and exposed to mistake rate. At this 
point here the examination of affectability and 
clearness are being employed for the estimation 
of these mistakes [150]. 
 
10. CONCLUSION 
 
This paper reviewed several research works 
which are done for diagnosis, predicting and 
classifying cancers. The DM is used in the scope 
of medical foreseeing which is discussed. The 
main focus is on using different algorithms for 
cancer prediction by using data mining. 
Depending on the analysis of their outcomes, it is 
getting clearer that the compact of 
multidimensional diverse data, affiliated with the 
applicant of different techniques for feature 
selection and classification can provide 
promising tools for inference in the cancer 
domain. The use of these methods by 
researchers helps physicians and specialists to 
provide ideas that help in the accuracy of the 
results and the development of methods to reach 
better results. So it is possible in the future to 
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combine more than one way to achieve the 
goals. 
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